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Ethical discourses on autonomous weapon systems – 
opportunities of Austria’s conservative position on 
autonomous weapon systems in international settings 

Rita Phillips 

1. Introduction 

Autonomous weapon systems (AWS), once restricted to science fiction’s 
representation of a distant dystopian future, are becoming an increasingly 
decisive element in modern-day warfare. With the fast-paced development 
of novel AWS and their ever-increasing role on the battlefield, debates with 
policymakers and scholars surrounding their use and legal and ethical impli-
cations have surged since the early 2000s.1 While some countries, such as the 
US, the UK, Russia and China actively endorse the development and use of 
AWS, Austria takes a more cautious approach. At the United Nations Con-
vention on Certain Conventional Weapons (CCW) in 2018, Austria joined 
the set of nations, calling for a ban on fully autonomous weapon systems.2 
This represents a consequential shift, as Austria was the first Western dem-
ocratic nation to do so. While Austria opposes AWS due to “moral, ethical, 
legal and humanitarian concerns”,3 opportunities for Austria to take on lead-
ership roles in negotiating and debating frameworks for AWS have not yet 
been cohesively analysed. This paper will address this gap in research by first 
examining international perspectives and the current understanding of AWS, 

 
 1 Arkin, Ronald: Governing Lethal Behavior in Autonomous Robots. Chapman and Hall/CRC/. 

2009; Sharkey, Noel: Grounds for Discrimination: Autonomous Robot Weapons. In: 
RUSI Defence Systems 11.2/ 2008, pp. 86-89; Sharkey, Noel: The evitability of autonomous 
robot warfare. In: International Review of the Red Cross 94.886/ 2012a, pp. 787-799; Sparrow, 
Robert: Robots and Respect: Assessing the Case Against Autonomous Weapon Systems. 
In: Ethics & International Affairs, Volume 30/1/ 2016, pp. 93-116. 

 2 Pax: Positions on Lethal Autonomous Weapon Systems. 2018. 
 https://paxforpeace.nl/wp-content/uploads/sites/2/2020/11/pax-rapport-crunch-

time.pdf. 
 3 Bundesministerium für Europa Integration und Äußeres (BMEIA): Autonomous 

Weapons Systems. 2024a. https://www.bmeia.gv.at/en/european-foreign-
policy/disarmament/conventional-arms/autonomous-weapons-systems. 
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followed by ethical views on AWS and possibilities for Austria to foster in-
ternational discussions on AWS. 

1.1 Defining autonomous weapon systems 

Before assessing ethical questions on AWS, it is important to understand 
how AWS are defined and understood internationally. Definitions shape the 
ethical and legal status and thus determine their development and deploy-
ment.4 Although the CCW has hosted annual meetings on AWS since 2013 
and established a Group of Governmental Experts (GGE) in 2016, little pro-
gress has been made in finding uniform definitions of AWS. As Williams and 
Scharre5 outline, “multiple definitions and understandings currently exist 
about autonomous systems”. Inconsistencies in international definitions of 
AWS may complicate discussions on their ethical and legal implications and 
can create loopholes for the development and deployment of AWS. 

This is exemplified in the United Kingdom’s (UK) approach to AWS, sug-
gesting that it “does not possess fully autonomous weapon systems and has 
no intention of developing or acquiring them.”6 While this statement may 
appear as a clear policy guideline, there is an important caveat in relation to 
the UK definition of AWS. The UK government defines AWS as systems 
that “must be capable of achieving the same level of situational understand-
ing as a human.”7 In essence, the term “autonomous weapon system” is uti-

 
 4 Roff, Heather M.: An ontology of autonomy for autonomous weapons systems. In: 

Finkelstein, Claire, MacIntosh, Duncan and Ohlin, Jens David (Eds) The Ethics of 
Autonomous Weapons. Oxford: Oxford University Press/ 2017. Wood, Nathan Gabriel: 
Autonomous weapon systems and responsibility gaps: a taxonomy. In: Ethics and 
Information Technology 25.1/ 2023, pp. 1-14. 

 5 Williams, Andrew P./Scharre, Paul D.: Defining Autonomy in Systems: Challenges and 
Solutions. 2015. p. 27. 

 6 Ministry of Defence (MOD): Ambitious, safe, responsible: our approach to the delivery 
of AI-enabled capability in Defence. 2022. 

 https://www.gov.uk/government/publications/ambitious-safe-responsible-our-
approach-to-the-delivery-of-ai-enabled-capability-in-defence/ambitious-safe-
responsible-our-approach-to-the-delivery-of-ai-enabled-capability-in-defence. 

 7 Ministry of Defence (MOD): The UK Approach to Unmanned Aircraft Systems (Joint 
Doctrine Note 2/11), MoD Development, Concepts and Doctrine Centre, paragraph 
508. 2017. www.gov.uk/government/uploads/system/uploads/attachment_data/file/3
3711/20110505JDN_211_UAS_v2U.pdf. 
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lised in a way that is more analogous to what “general AI”8 would constitute, 
shifting the debate on autonomous weapons to a far-off future. Weapon sys-
tems that may search, select and engage targets independently and without 
human supervision – which is how other countries define AWS – would not 
fall into the UK’s classification. This example highlights the detrimental ef-
fects the myriads of meanings associated with AWS can have, complicating 
attempts to foster uniform agreements on conditions of their development 
and deployment. 

An additional issue surrounding definitions is the lack of clarity in descrip-
tions of key characteristics in AWS. A comparative review of international 
AWS definitions outlines strong international similarities in relation to an 
absence of complexity in international definitions.9 Nations commonly uti-
lise general definitions of AWS, merely characterising these systems by their 
ability to select, engage and fire without the intervention of a human opera-
tor. This is exemplified in two of the most influential definitions of AWS. 
Definitions formulated by the US Department of Defense10 (USDoD) and 
the International Committee of the Red Cross (ICRC)11 emerged from de-
bates and policies surrounding AWS and are often mirrored in those of other 
countries and organisations. However, both define AWS in undifferentiated 
ways, simply being a “weapon system that, once activated, can select and 
engage targets without further intervention by an operator”12 and a “weapon 

 
 8 Fox, John: Towards a Canonical Theory of General Intelligence. In: Journal of Artificial 

General Intelligence 11.2/2020, pp. 35-40. 
 9 Wood, Nathan Gabriel: Autonomous weapon systems and responsibility gaps: a 

taxonomy. In: Ethics and Information Technology 25.1/2023, pp. 1-14. 
10 US Department of Defense (USDoD): Autonomy in Weapon Systems. 2012. 

https://ogc.osd.mil/Portals/99/autonomy_in_weapon_systems_dodd_3000_09.pdf; 
US Department of Defense (USDoD): Autonomy in Weapon Systems. 2023. 
https://media.defense.gov/2023/Jan/25/2003149928/-1/-1/0/DOD-DIRECTIVE-
3000.09-AUTONOMY-IN-WEAPON-SYSTEMS.PDF. 

11 International Committee of the Red Cross (ICRC): ICRC Position on Autonomous 
Weapon Systems. 2014. https://www.icrc.org/en/document/statement-icrc-lethal-
autonomous-weapons-systems. 

12 US Department of Defense (USDoD): Autonomy in Weapon Systems. 2012. 
https://ogc.osd.mil/Portals/99/autonomy_in_weapon_systems_dodd_3000_09.pdf; 
US Department of Defense (USDoD): Autonomy in Weapon Systems. 2023. 
https://media.defense.gov/2023/Jan/25/2003149928/-1/-1/0/DOD-DIRECTIVE-
3000.09-AUTONOMY-IN-WEAPON-SYSTEMS.PDF. 
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system that has autonomy in the critical functions of selecting and attacking 
targets”.13 While the ICRC has recently updated its definition to specify tar-
get selection through “information from the environment received through 
sensors” (ICRC, 2021) and human involvement by “initial activation or 
launch by a person”,14 these definitions provide only rudimentary infor-
mation on AWS. This is problematic as general definitions can be interpreted 
in ways that either legitimise and legalise the development and deployment 
of fully autonomous systems or prohibit any autonomy in weapon systems. 

1.2 Practical examples of issues surrounding general definitions 

Problematic implications of general definitions become apparent when un-
picking terminology surrounding target selection. If “select” is understood 
as to “sense” or “detect”, then most contemporary weapons would fall into 
the category of AWS, as considerable attempts by international military have 
been made to develop precision-guided munition (PGM).15 In fact, the de-
velopment of PGM can be traced back to WW2, where different disciplines 
intended to find ways to improve accuracy. While some ideas, such as Skin-
ner’s pigeon-guided missiles,16 were less successful, Germany introduced the 
G7e/T4 Falke torpedo in 1943, which used an acoustic homing seeker to 
account for aiming errors. The G7e/T4 Falke was only used by three sub-
marines and then replaced by the faster G7es/T5 Zaunkönig; however, it 
marked the advent of a new type of munition.17 Although PGM can “sense” 
or “detect” targets by using some kind of signal, it cannot be classified as 

 
13 International Committee of the Red Cross (ICRC): ICRC Position on Autonomous 

Weapon Systems. 2014. https://www.icrc.org/en/document/statement-icrc-lethal-
autonomous-weapons-systems. 

14 International Committee of the Red Cross (ICRC): ICRC Position on Autonomous 
Weapon Systems. 2021. 

 https://www.icrc.org/en/document/icrc-position-autonomous-weapon-systems. 
15 Roff, Heather M.: An ontology of autonomy for autonomous weapons systems. In: 

Finkelstein, Claire/MacIntosh, Duncan/Ohlin, Jens David (Eds) The Ethics of 
Autonomous Weapons. Oxford: Oxford University Press/ 2017; Zehfuss, Maja: 
Targeting: Precision and the production of ethics. In: European Journal of International 
Relations 17.3/ 2011, pp. 543-566. 

16 Włodarczyk, Justyna: Beyond Bizarre: Nature, Culture and the Spectacular Failure of BF 
Skinner’s Pigeon-Guided Missiles. In: Polish Journal for American Studies 14/ 2020, p.7-140. 

17 Watts, Sean: Autonomous weapons: regulation tolerant or regulation resistant? In: Temp. 
Int’l & Comp. LJ 30/ 2016, pp. 177-187. 
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AWS as it lacks autonomy.18 This example outlines how the interpretation of 
“select” can break down the distinction between “automatic” and “autono-
mous”, suggesting that autonomy is merely a better version of well-designed 
and highly capable automation.19 

Additional complexity surrounding “autonomy” is highlighted by the differ-
ent tasks that can require limited or no human supervision. “Autonomy” 
resides in a multidimensional continuum, whereby different tasks can be in-
terrelated and independent.20 AWS may autonomously select a target, calcu-
late the trajectory of a missile and make locational adjustments to engage the 
target. Autonomy is therefore a task-based collection of capacities and capa-
bilities, whereby planning autonomy (constructing a plan to realise orders) 
and learning autonomy (learning from previous “experiences” to adapt to 
novel environments)21 can be further differentiated. Which types of autono-
mous tasks can be classified as legal is down to interpretation in general def-
initions. 

Further, general definitions insufficiently characterise the precise level of hu-
man control or oversight when considering AWS. For example, Austria takes 
the “clear position that significant human control over autonomous weapon 
systems is necessary”,22 leaving the question of what may constitute “signif-

 
18 Gillespie, Anthony/West, Robin: Requirements for Autonomous Unmanned Air 

Systems Set by Legal Issues. In: THE INTERNATIONAL C2 JOURNAL. 4(2), 2010. 
19 USAF 2016; Roff, Heather M./Danks, David: Trust but Verify: The Difficulty of 

Trusting Autonomous Weapons Systems. Journal of Military Ethics, 17(1), pp. 2-20. 
2018. https://doi.org/10.1080/15027570.2018.1481907; Moray, Neville/Inagaki, 
Toshiyuki/Itoh, Makoto: Adaptive automation, trust, and self-confidence in fault 
management of time-critical tasks. Journal of Experimental Psychology: Applied, 6(1), 2002. 
pp. 44-58. https://doi.org/10.1037/1076-898X.6.1.44. 

20 Roff, Heather M.: An ontology of autonomy for autonomous weapons systems. In: 
Finkelstein, Claire/MacIntosh, Duncan/Ohlin, Jens David (Eds) The Ethics of 
Autonomous Weapons. Oxford: Oxford University Press/ 2017; Wood, Nathan Gabriel: 
Autonomous weapon systems and responsibility gaps: a taxonomy. In: Ethics and 
Information Technology 25.1/ 2023. pp.1-14. 

21 Wood 2023. 
22 Bundesministerium für Europa Integration und Äußeres (BMEIA): Autonomous 

Weapons Systems. 2024a. https://www.bmeia.gv.at/en/european-foreign-
policy/disarmament/conventional-arms/autonomous-weapons-systems. 
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icant human control” unanswered.23 Human operators can be in the loop, 
on the loop and out of the loop.24 Human-in-the-loop refers to AWS that 
require human operators to make or confirm decisions. While AWS may 
provide recommendations or assistance, the human operator must decide 
which action to take. These systems are often seen as the most ethical sys-
tems as they ensure human accountability. Human-on-the-loop systems al-
low the human operator to monitor actions of AWS and can intervene, if 
necessary. Human-on-the-loop systems represent a balance between auton-
omy and oversight. Lastly, human-out-of-the-loop are AWS that operate 
without real-time human supervision or intervention. These types of AWS 
are the most controversially discussed systems, as algorithms calculate target 
engagement.25 However, even fully autonomous “killer robot” systems can 
be classified as semi-autonomous systems by integrating a human-in-the-
loop mode. For example, while the US definition on AWS prohibits fully 
autonomous human-out-of-the-loop systems for lethal engagement, these 
systems have been developed and deployed, just in semi-autonomous, hu-
man-in-the-loop mode. In addition, non-lethal intercept missions (e.g. anti-
ballistic missiles) are commonly utilised in fully autonomous modes. This is 
evidenced by systems like the ship-based Phalanx Close-In Weapon System 
(CIWS), the ground-based air missile defence system Patriot and the experi-
mental unmanned combat aerial vehicle (UCAS) X47B that can be used in 
fully and semi-autonomous mode. This evidences how ambiguity surround-
ing the classification of fully autonomous human-out-of-the-loop and semi-
autonomous human-in-the-loop AWS can have substantial implications on 
their legal status. 

In conclusion, general definitions of AWS are problematic as different as-
pects and abilities of sophisticated, complex systems, such as AWS, can be 

 
23 Galliott, Jai/ Wyatt, Austin: A consideration of how emerging military leaders perceive 

themes in the autonomous weapon system discourse. In: Defence Studies 22.2/ 2022. 
pp. 253-276. 

24 Schaub Jr, Gary/ Kristoffersen, Jens Wenzel: In, On, or Out of the Loop? 2017. 
https://cms.polsci.ku.dk/publikationer/in-on-or-out-of-the-
loop/In_On_or_Out_of_the_Loop.pdf. 

25 Schwarz, Elke: Autonomous Weapons Systems, Artificial Intelligence, and the Problem 
of Meaningful Human Control. In: Philosophical Journal of Conflict and Violence Vol.1/ 
2021, pp 53-72; Amoroso, Daniele/Tamburrini, Guglielmo: The Ethical and Legal Case 
Against Autonomy in Weapons Systems. In: Global Jurist 18, no. 1/ 2018, 20170012. 
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interpreted in various ways. The absence of an internationally binding unitary 
framework that specifies key characteristics of AWS may lead to the asym-
metric development and deployment of AWS, affecting global stability and 
security. Thus, international discussions surrounding the ethical use of AWS 
would first attempt to unravel and untangle understanding and definitions of 
AWS. 

1. Ethical perspectives on AWS 

Ethical questions and implications surrounding the deployment of AWS are 
guided by normative ethics. Normative ethics determine what is morally right 
or wrong, good or bad and what moral duties individuals should follow. This 
allows general principles to be formed that guide moral decision-making pro-
cesses.26 Arguments surrounding AWS mainly fall into two strands of nor-
mative ethics: Consequentialism and deontology. Consequentialism judges 
the morality of an action based on its outcome or consequence, whereas de-
ontology emphasises the importance of following moral rules regardless of 
outcome. 

2.1 Consequentialist perspectives on AWS 

Consequentialist perspectives on AWS follow the reasoning that AWS could 
be evaluated positively, if maximising overall happiness and minimising suf-
fering. Amorso and Tamburrini27 contrast between narrow and broad con-
sequentialist views, with the former being exclusively concerned with culmi-
nation outcomes and the latter with the wider consequential evaluation.28 As 
Tamburrini29 highlights, AWS has potential in narrow consequentialist views, 
as more accurate targeting and a reduction in human frontline exposure may 

 
26 Kagan, Shelly: Normative Ethics. London: Routledge, 2018. 
27 Amoroso, Daniele/ Tamburrini, Guglielmo: The Ethical and Legal Case Against 

Autonomy in Weapons Systems. In: Global Jurist 18, no. 1/ 2018. 20170012. 
28 Sen, Amartya: Consequential Evaluation and Practical Reason. In: The Journal of 

Philosophy 97.9/ 2000, pp. 477-502. 
29 Tamburrini, Guglielmo: On banning autonomous weapons systems: from deontological 

to wide consequentialist reasons. In: Bhuta, Nehal/Beck, Susanne /Liu, Hin-Yan (Eds): 
Autonomous Weapons Systems: Law, Ethics, Policy. Cambridge: Cambridge University 
Press/ 2016. pp. 122-142. 
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reduce the number of casualties. This perspective can be evidenced by ex-
amining the advent of drone and robot mass-scale production during the US 
campaigns in Iraq and Afghanistan. While spending on drones hovered 
around $300 million per year in the 1990s, funding rose to $2 billion per year 
by 2005.30 Reasons for this substantial increase relate back to urgent front-
line demands during the messy counterinsurgency campaigns in Iraq and Af-
ghanistan. Larger drones such as the MQ-1B Predator were able to quietly 
surveil terrorists and smaller drones like the RQ-11 Raven provided troops 
with over-the-hill reconnaissance on demand. Similarly, Afghan and Iraqi 
terrorists’ large-scale use of improvised explosive devices (IEDs) created 
high demand for ground robots that could disable or destroy IEDs without 
putting human life at risk. While reconnaissance and bomb disposal may not 
directly equate to AWS, it demonstrates AI’s potential to save lives and lower 
the human cost of war. 

Besides removing human soldiers from potentially dangerous situations, 
computational processes may increase accuracy and precision in targeting 
and thus contribute to distinguishing between civilians and combatants. Ci-
vilians may be less likely to be harmed as algorithms can prohibit civilians 
from being targeted.31 Many civilian casualties may be the result of human 
error.32 Arkin33 refers to the “plight of the non-combatant” by suggesting 
that civilian casualties are not merely caused by being caught up in crossfire 
but by human failings. Soldiers may make lethal decisions when they are ex-
hausted, angry, afraid or vengeful. In principle, an “ethical governor” could 
be programmed and integrated into AWS, making sure that the AWS com-
plies with the laws of war.34 Given the obligation to protect civilians from 
  

 
30 Office of the Secretary of Defense: Unmanned Aircraft Systems Roadmap 2005-2030 

(2005). https://irp.fas.org/program/collect/uav_roadmap2005.pdf. 
31 Arkin, Ronald C./Ulam, Patrick/Duncan, Brittany: An Ethical Governor for 

Constraining Lethal Action in an Autonomous System. Technical Report GIT-GVU-09-
02 / 2009. https://digitalcommons.unl.edu/csetechreports/163/. 

32 Arkin, Ronald: The Case for Ethical Autonomy in Unmanned Systems. In: Journal of 
Military Ethics 9, no. 4/ 2010. pp. 332-341. 

33 Arkin, Ronald: Lethal Autonomous Systems and the Plight of the Non-Combatant. In: 
AISB Quarterly 137, 2013. pp. 1-9. 

34 Arkin, Ronald C./Ulam, Patrick/Duncan, Brittany: An Ethical Governor for 
Constraining Lethal Action in an Autonomous System. Technical Report GIT-GVU-09-
02 / 2009. https://digitalcommons.unl.edu/csetechreports/163. 
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combat, introducing AWS to the battlefield may be desirable or perhaps even 
a moral requirement if these systems were to reduce harm and eliminate hu-
man error.35 

However, to date there is limited evidence of whether AWS may be more 
reliable than humans in lethal decision-making. Morally questionable inci-
dents with AWS involvement have not been frequently documented, though 
this may be due to their limited use on battlefields, or classification and se-
crecy surrounding AWS incidents. Most popular examples of AWS incidents 
include fratricides committed with the Patriot missile system during the Iraq 
war in 2003. The first incident happened on 23 March 2003. The Patriot 
missile system mistakenly identified a British Royal Air Force Tornado GR4 
fighter jet near the Kuwait-Iraqi border as an enemy missile. This likely hap-
pened due to the inactive “identification friend or foe” (IFF) signal and the 
descending trajectory profile of the aircraft. The Patriot’s operators did not 
know about any incoming friendly aircraft and were unable to connect to 
other radars on the network due to outdated equipment. Deprived of the 
ability to examine the input of other radars, the orders to engage were given, 
killing the crew of the Tornado GR4.36 The second incident occurred only a 
few weeks later, on 2 April 2003. A US Navy F/A 18C Hornet was mistak-
enly targeted and destroyed by a Patriot missile system near Karbala, Iraq. 
Unlike the first incident, the Patriot missile system picked up a “ghost track”, 
identifying a ballistic missile where there was none. This “ghost track” was 
presumably caused by a non-standard configuration in which radars over-
lapped and caused interference. After the Patriot’s PAC-3 missiles were 
launched and unable to identify a target, the missiles activated their seekers 
  

 
35 Sparrow, Robert: Robots and Respect: Assessing the Case Against Autonomous Weapon 

Systems. In: Ethics & International Affairs, Volume 30/1/ 2016. pp. 93-116; Arkin, 
Ronald: Governing Lethal Behavior in Autonomous Robots. Chapman and Hall/CRC, 
2009. 

36 Hawley, John K.: Patriot Wars: Automation and the Patriot Air and Missile Defense 
System. In: Center for a New American Security. 2017. https://s3.amazonaws.com/file
s.cnas.org/documents/CNAS-Report-EthicalAutonomy5-PatriotWars-FINAL.pdf; 
Hawley, John K./Mares, Anna L./Marcon, Jessica L.: On fratricide and the operational 
reliability of target identification decision aids in combat identification. In: Herz, Robert 
(Ed.) Human Factors Issues in Combat Identification. Florida: CRC Press, 2017, 
pp. 299-312. 
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and locked on to the nearby Hornet fighter jet, killing the pilot.37 Both frat-
ricides were primarily caused by limitations of the Patriot’s autonomous tar-
get identification capabilities.38 While the system was designed to rapidly de-
tect and engage incoming threats, the complexity of high-intensity conflicts 
highlighted issues in algorithms that differentiate between aircrafts, anti-ra-
diation missiles and ballistic missiles. 

While these arguments may not necessarily lead to the conclusion that hu-
mans make better decisions than machines, they do weaken the assumption 
that the use of AWS will necessarily reduce suffering and harm. In fact, to 
date there is too little evidence on the performance of AWS in saturation 
scenarios and contested environments to allow for sound judgement on the 
benefits of AWS (except for some systems like the Aegis Combat System 
that has been used and continually upgraded since 1983). It is likely that AWS 
will need to be combat-tested, weaknesses identified and improved. 

Additionally, the argument of reducing human warfighters’ suffering due to 
limited frontline exposure can be scrutinised when drawing on historical ev-
idence. The first automatic gun, the Gatling gun, was not invented to accel-
erate the process of killing, but to save lives by reducing the number of sol-
diers exposed to the battlefield. The inventor, Richard Gatling, expected that 
if “a gun – which could by its rapidity of fire, enable one man to do as much 
battle duty as a hundred, that it would, to a large extent supersede the neces-
sity of large armies, and consequentially, exposure to battle and disease 

 
37 Hawley, John K.: Looking Back at 20 Years of MANPRINT on Patriot: Observations 

and Lessons. Army Research Laboratory, 2007. https://apps.dtic.mil/sti/pdfs/ADA47
2740.pdf, Hawley, John K.: Patriot Wars: Automation and the Patriot Air and Missile 
Defense System. In: Center for a New American Security, 2017. https://s3.amazonaws.
com/files.cnas.org/documents/CNAS-Report-EthicalAutonomy5-PatriotWars-
FINAL.pdf; Hew et al. 2010; Hawley, John K./Mares, Anna L./Marcon, Jessica L.: On 
fratricide and the operational reliability of target identification decision aids in combat 
identification. In Herz, Robert (Ed.) Human Factors Issues in Combat Identification. 
Florida: CRC Press/ 2017, pp. 299-312. 

38 Hew, Patrick/Lewis, Edward/Radunz, Penelope/Rendell, Sean: Situation awareness for 
supervisory control: Two fratricide cases revisited. 2010. https://citeseerx.ist.psu.edu/d
ocument?repid=rep1&type=pdf&doi=959defb585ed0110be1386259caef17ef53a9c53; 
Hawley, John K./Mares, Anna L./Marcon, Jessica L.: On fratricide and the operational 
reliability of target identification decision aids in combat identification. In: Herz, Robert 
(Ed.) Human Factors Issues in Combat Identification. Florida: CRC Press, 2017, 
pp. 299-312. 
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[would] be greatly diminished”.39 Shortly after, the first machine gun, the 
Maxim gun, was introduced in 1883. From a narrow consequentialist per-
spective, the use of a superior weapon system in order to reduce casualties 
may constitute an ethical imperative. However, while the machine gun al-
lowed the British Army to reinforce their colonial requests with reduced cas-
ualties on the British side in the late 1800s, the successors of the Maxim gun 
contributed to mass killings on unprecedented scales during WW1.40 This 
example highlights how technological advancement in weapon systems may 
not have linear outcomes and accentuates the multi-factorial complexity in 
analysing their potential impact. Wide consequentialist perspectives allow 
multi-factorial complexity to be taken into account. 

Broad consequentialist views extend the scope of consequentialist reasoning 
by considering a broader array of factors and outcomes. Discussions sur-
rounding the ethical implications of AWS may need to take into account 
long-term effects on peace stability and incentives to start wars.41 A reduction 
in an immediate “body-bag count” may lower the threshold for conflict en-
gagement as a major disincentive for war is removed.42 This may lead to in-
creased overall long-term suffering as it implies more frequent or prolonged 
warfare. Additionally, global stability may be threatened as, besides lowering 
the threshold for war engagement, the deployment of AWS may cause an 
arms race as nations may feel compelled to develop more sophisticated 
AWS.43 

 
39 Gatling 1877, as cited in Keller, Julia: Mr. Gatling’s Terrible Marvel: The Gun that 

Changed Everything and the Misunderstood Genius who Invented it. London: Penguin, 
2008, p. 27. 

40 Keller, Julia: Mr. Gatling’s Terrible Marvel: The Gun that Changed Everything and the 
Misunderstood Genius who Invented it. London: Penguin, 2008. 

41 Tamburrini, Guglielmo: On banning autonomous weapons systems: from deontological 
to wide consequentialist reasons. In: Bhuta, Nehal/Beck, Susanne/Liu, Hin-Yan (Eds): 
Autonomous Weapons Systems: Law, Ethics, Policy. Cambridge: Cambridge University 
Press, 2016. pp. 122-142. 

42 Sharkey, Noel: Grounds for Discrimination: Autonomous Robot Weapons. In: RUSI 
Defence Systems 11.2, 2008, pp. 86-89. 

43 Sharkey, Noel: The evitability of autonomous robot warfare. In: International Review of 
the Red Cross 94.886/2012a, pp. 787-799; Tamburrini, Guglielmo: On banning 
autonomous weapons systems: from deontological to wide consequentialist reasons. In: 
Bhuta, Nehal/Beck, Susanne/Liu, Hin-Yan (Eds): Autonomous Weapons Systems: Law, 
Ethics, Policy. Cambridge: Cambridge University Press, 2016. pp. 122-142. 
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Arms races and their deleterious effect on global stability have numerous 
references to history. For example, during the pre-WW1 naval arms race 
(1900–1914) Germany and the UK competed in developing “Dreadnought” 
battleships, which were the most advanced battleships at that time. The race 
was driven by Germany’s attempt to challenge British naval supremacy and 
contributed to the rising tensions in Europe, culminating in WW1.44 During 
the Cold War Era (1945–1991), the US and the Soviet Union developed 
weapon capabilities to destroy each other multiple times (“Mutual Assured 
Destruction”, MAD), which paradoxically acted as a deterrent against direct 
conflict.45 Unless culminating in war, arms races normally conclude with na-
tions signing treaties to limit developing, stockpiling or deploying specific 
weapons (e.g. Intermediate-Range Nuclear Forces Treaty, Conventional 
Armed Forces in Europe Treaty, Anti-Ballistic Missile Treaty, Chemical 
Weapons Convention). However, treaties on AWS are still in their very early 
stages and, with evolving international tensions, it is uncertain how attempts 
to regulate AWS will develop in the future. At the moment, official state-
ments suggest that the aim of AWS development is to remove the human 
soldier from frontlines, to reduce casualties and increase combat effective-
ness.46 With the US aiming for a long-term transformation of their military 
  

 
44 Berghahn, Volker: Naval Armaments and Social Crisis: Germany Before 1914. In: Best, 

Geoffrey and Andrew Wheatcroft (Eds). War, Economy and the Military Mind. 
Routledge: London, 2020, pp. 61-88; Maurer, John H.: Arms Control and the Anglo-
German Naval Race before World War I: Lessons for Today? In: Political Science 
Quarterly 112.2, 1997, pp. 285-306. 

45 Muedini, Fait: In the United States and the Soviet Union, the Theory of Mutually Assured 
Destruction Altered International Relations. In: Santos, Rita (Ed): Arms Sales, Treaties, 
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through AWS and Russia and China targeting the major automation of their 
militaries by 2028-2030, it is unclear whether or not an arms race may have 
already begun.47 

Contrary to the argument that the development and deployment of AWS 
may cause an arms race,48 broad historical patterns in warfare indicate that 
innovations often challenge nations to provide asymmetric responses. This 
means that the response to the development of an adversary’s advantage (e.g. 
weapons with superior firepower) may involve the development of a differ-
ent system (e.g. superior surveillance systems) or new strategies (e.g. hit-and-
run attacks). For example, when the Japanese encountered superior US skills 
in naval surface gunfire in WW2, they changed their strategy to attack at 
night, resulting in devastating nighttime naval surface action at the Battle of 
Guadalcanal.49 This example highlights the dynamic in innovation and coun-
ter-innovation during warfare. As such, the development and deployment of 
AWS by one nation does not necessarily lead to increased international de-
velopment and deployment of AWS. 
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Besides issues surrounding the potential of an international AWS arms race, 
scholars are concerned about the effect of AWS on international stability.50 
International stability refers to a stable equilibrium. If disturbed by an outside 
force, it returns to its original state. An unstable equilibrium, in comparison, 
is a state in which a small disturbance causes the system to rapidly transition 
to an alternate state.51 Introducing AWS may be problematic as they may 
possibly lead to unintended escalations. During “crisis stability”, in particu-
lar, characterised by international, multilateral or bilateral tensions, one inci-
dent may cause escalation. Due to the pace of AWS decision-making, unsu-
pervised AWS may respond to misidentified targets and thus provoke retal-
iatory strikes. In the absence of human intuition and reason, this may have 
grave consequences. For example, on 26 September 1983, the Soviet Union’s 
satellite early warning system Oko misinterpreted a rare alignment of sunlight 
on high-altitude clouds and the satellite’s Molniya orbits as a US nuclear at-
tack. A fully autonomous system would have initiated a retaliatory attack and, 
in doing so, started WW3. It was only through human intuition that an all-
out nuclear war could be prevented.52 With the speed of AWS outpacing 
human decision-making, situations could occur where military actions lack 
sufficient oversight. This increases the likelihood of unintended conse-
quences, making it more difficult to clearly signal national intentions. In a 
tense situation, this could lead to pre-emptive strikes or escalatory measures 
based on incorrect assumptions and data interpretation. As Sharkey53 high-
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lights, there remains a certain unpredictability of AWS based on the interac-
tion of different computational algorithms. The deployment of multiple 
AWS would require testing these systems during war and correcting possible 
errors, which, to date, has not been done. 

Critiques of consequentialist views on AWS argue that consequentialist ar-
guments, particularly wide consequentialist perspectives, are often abstract 
and imprecise, based on “what-if” scenarios. The use of AWS does introduce 
high levels of uncertainty and complexity. Predicting consequences based on 
“what-if” scenarios, including unintended consequences, make precise ethi-
cal assessments on AWS challenging. Consequentialist views also do not pro-
vide coherent guidance on AWS, as it is not clear how to weigh different 
consequences. For example, how could a potential reduction in human sol-
dier casualties be balanced against a possible increased risk to global security 
and stability? These dilemmas can lead to abstract and sometimes vague con-
clusions based on consequentialist perspectives, which scholars have been 
grappling with since the early 2000s.54 An additional layer of complexity sur-
rounding ethical recommendations on AWS is added when integrating de-
ontological perspectives. 

2.2 Deontological perspectives on AWS 

Deontological views on AWS focus on the inherent morality of actions 
themselves, rather than the outcomes or consequences. Right and wrong are 
therefore determined by the rules governing the actions, not by the conse-
quence of the action. One influential deontological argument surrounding 
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the prohibition of AWS is based on the concept of human dignity.55 The 
utilisation of lethal autonomous weapon systems (LAWS) may be unethical 
as these systems violate the right to dignity of those targeted.56 This argument 
is based on the Kantian account of dignity57 and on the African Charter on 
Human and Peoples’ Rights which emphasise the interrelated nature of the 
right to life and the right to dignity.58 Even if the demands of the interna-
tional humanitarian law (IHL) could be adhered to by AWS, AWS are inca-
pable of valuing the significance of human life. This may violate the ethical 
principle of respecting human beings as ends in themselves and dehumanise 
human actors as just another target to be destroyed.59 Also, the principles of 
distinction, proportionality and military necessity require human, not auton-
omous, judgement as human judgement reflects interpretation and rational-
isation processes that are unique to human reasoning.60 
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However, dignity in death on the battlefield may only be relevant in theoret-
ical debates excluding realistic perspectives of warfare. References to history 
highlight that there are neither legal, ethical nor historical traditions of com-
batants allowing their enemies to die a dignified death in war.61 War without 
reflection may be mechanical slaughter, as suggested by Heyns.62 However, 
the question arises as to whether war with reflection can be seen as funda-
mentally different. Would the most ethical way to fight and die be in hand-
to-hand combat? As such, deontologist perspectives on human dignity in 
dying remain a matter of debate. 

A further deontological perspective that opposes the use of AWS relates to 
accountability and responsibility. Deontological views emphasise the im-
portance of moral responsibility in lethal decision-making. When AWS make 
lethal decisions, it raises concern about who is morally accountable for that 
decision. Deontologists therefore argue that humans should not delegate the 
responsibility of killing to machines as this diffuses accountability and un-
dermines the moral fabric of decision-making in warfare. This is summarised 
in the “accountability gap”,63 examining issues surrounding shared responsi-
bility. If an incident results in a war crime, neither manufacturer nor person-
nel could be held accountable. As long as an AWS is not legally considered 
a “person”, the result would be a gap in accountability. However, the ac-
countability gap is only a concern if the AWS has fired in an unpredictable 
fashion. If the AWS has simply carried out instructions, then accountability 
would lie with the operator who has provided these instructions. In decisions 
surrounding accountability, human intent therefore plays an important role. 
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Scholars argue that keeping the human in the loop may reduce issues sur-
rounding the accountability gap.64 

However, if operators feel less responsible for lethal action, then this may 
result in increased killings. Humans are generally reluctant to kill.65 The army 
historian Samuel Marshall, for example, found that during WW2 less than 
20% of the interviewed US soldiers stated that they shot directly at the en-
emy.66 Most soldiers were “posturing”, pretending to fight but aiming above 
the enemy’s head or were not firing at all. However, the innate resistance to 
kill can be overcome by increasing psychological and physical distance and 
diffusing responsibility.67 Delegating the decision to kill to AWS may make 
it easier for the operator to come to terms with the decision to kill, as the 
operator may offload the moral responsibility for killing. This is problematic, 
as Grossmann68 found that soldiers were more willing to kill if the responsi-
bility was diffused. For example, firing rates of US machine gun crews were 
nearly 100% during WW2, as each member of the crew could justify their 
actions without taking individual responsibility for killing. The person feed-
ing ammunition did not feel responsible for killing, as they only fed the am-
munition, neither did the spotter feel responsible, as they merely pointed out 
where to shoot, nor the gunner, as they were just following directions pro-
vided by the spotter. In essence, this indicates how sharing individual re-
sponsibility in the process of killing may normalise lethal actions.69 AWS 
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could act as a “moral buffer”, reducing individuals’ perceptions of moral re-
sponsibility for their actions. 

This may be the case, in particular, as humans tend to anthropomorphise 
machines. Humans implicitly oversee the individual system processes of so-
phisticated systems but identify a “behaviour” of the overall unspecified sys-
tems and think of it as the systems’ intentions or personality. Suchman70 
specifies this as human “inclination to ascribe actions to the entity rather 
than its parts”, thereby anthropomorphising the machine and ascribing per-
sonality to its decision-making capabilities. Sophisticated systems, such as 
AWS, may be perceived to have independent intentionality that determine 
decisions. This fallacy would have significant consequences, affecting human 
ethical thinking and causing human moral agency to atrophy. Deontological 
perspectives would suggest that lethal action should always remain a trou-
bling and morally challenging act, not a technological option or a choice of 
technologically asserted recommendations. As Norbert Wiener, the founder 
of cybernetics as an interdisciplinary science, suggests: “to throw the prob-
lem of his responsibility on the machine, whether it can learn or not, is to 
cast his responsibility to the winds, and to find it coming back seated on the 
whirlwind.”71 

In conclusion, diffused responsibility in operating with AWS may pose a rel-
evant challenge that needs to be addressed in international discussions sur-
rounding the development and deployment of AWS. Together with issues 
surrounding the use of autonomous systems in lethal decision-making pro-
cesses, deontological perspectives on AWS are less ambiguous than conse-
quentialist perspectives and would advise against the use of AWS. 

3. The Austrian position on AWS 

International debates on AWS were formally introduced under the United 
Nations Convention on Certain Conventional Weapons (CCW) in 2013. 
Here, member states started assessing the implications of AWS on interna-
tional security. However, even before debates on AWS gained traction in 
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international settings, Austria raised concerns regarding the ethical and legal 
implications of AWS.72 While Austria has maintained a critical perspective 
during the UN CCW meetings, its views became more conservative with the 
increased use and development of AWS. During the inaugural meeting in 
2014, the Austrian delegates emphasised the need for careful consideration 
of the ethical, legal and humanitarian implications of AWS. An important 
aspect of the argument was the concern surrounding questions of accounta-
bility, focussing on human-in-the-loop approaches in maintaining human de-
cision-making processes over lethal force (UN, 2014). While these arguments 
were reiterated during the 2015 and 2016 CCW meetings, the Austrian dele-
gates stressed the need for a pre-emptive ban on fully autonomous weapon 
systems at the 2017 CCW meeting. Main concerns related to the further de-
velopment and deployment of LAWS and AWS and implications surround-
ing arms races and indiscriminate killing in the near future.73 

As progress towards legally binding agreements had been slow, Austria be-
came increasingly frustrated by the lack of consensus and reluctance to com- 
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mit to binding regulations.74 This disappointment contributed to Austria’s 
decision to take more decisive action, including to support a joint declaration 
calling for the prohibition of LAWS. The declaration was part of broader 
efforts within the CCW framework to establish clear international norms ap-
plicable to the development and use of fully autonomous weapons.75 Since 
then, Austria has started supporting various organisations, such as the cam-
paign “Stop Killer Robots”,76 as well as non-governmental organisations, like 
Human Rights Watch77 and drafting statements and resolutions on the im-
plications of AWS.78 

Since then, international positions in relation to AWS at CCW meetings have 
become more polarised, particularly with the increasing global tensions in 
recent years. Nation states can now be split into three main fractions: those 
advocating for a ban on LAWS and legally binding restrictions on AWS 
(whereby Austria is among the most vocal states to raise concerns); those 
with more moderate views on LAWS and AWS, generally supportive of reg-
ulations but preferring political declarations and the strengthening of Article 
36 weapon reviews (e.g. Germany, Switzerland); and those sceptical of novel 
regulations, expressing their favour for developing and deploying more au-
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tonomous weapon systems (e.g. US, UK, Russia).79 This tripartite division 
raises relevant questions surrounding expectations on bans and regulations 
on AWS. While Austria advocates for strong international regulations on 
AWS, supporting a ban on LAWS,80 it is questionable to what extent these 
views may also be realistic. The following will first assess perspectives on the 
feasibility of bans and regulations on AWS before discussing opportunities 
that Austria’s conservative position may hold. 

3.1 (Un)realistic perspectives? 
The feasibility of banning or restricting AWS and LAWS 

Recent conferences and meetings on AWS and LAWS suggest that there is 
international consensus on AWS and LAWS posing challenges to interna-
tional humanitarian law and ethical norms. Attempts to formulate legal 
frameworks or adapt existing policy guidelines to regulate AWS and LAWS 
effectively are supported internationally.81 How these frameworks and guide-
lines may regulate AWS and LAWS is, however, internationally disputed. 
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One argument that advocates for a ban on AWS utilises the Martens Clause82 
as a theoretical backdrop. The Martens Clause addresses the protection of 
individuals in armed conflict, even in situations not covered by specific laws, 
by invoking the principle of humanity and public conscience. The original 
formulation states: 

“Until a more complete code of the laws of war is issued, the High Contract-
ing Parties think it right to declare that in cases not included in the Regula-
tions adopted by them, populations and belligerents remain under the pro-
tection and empire of the principles of international law, as they result from 
the usages established between civilized nations, from the laws of humanity 
and the requirements of the public conscience.”83 

When applying this principle to AWS, it means that AWS may violate the 
public conscience. However, “there is no accepted interpretation of the Mar-
tens Clause.”84 The reference to “public conscience” may imply that public 
attitudes may justify the use of AWS. However, recent research on US public 
attitudes towards AWS indicates that under specific circumstances, the ma-
jority of the surveyed participants would endorse the use of AWS, particu-
larly to protect US Armed Forces personnel.85 Some scholars argue that pub-
lic conscience cannot be equated with public opinion, as conscience has an 
explicitly moral inflection that opinion lacks.86 Public conscience would ra-
ther include exploring public discussion, academic scholarship, artistic and 
cultural expressions, individual reflection, collective action and additional 
means by which society deliberates its collective moral conscience.87 This 
would disqualify any metric for understanding public conscience and there-
fore question the feasibility of the Martens Clause as a practical tool to justify 
the implementation of restrictions and bans. 
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In addition, ethical and unethical behaviour are fluctuating concepts that can 
change over time, particularly during war. This can be exemplified by the 
unrestricted submarine warfare during WW2. Despite a total of 48 states, 
including the US and Germany, banning unrestricted submarine warfare 
prior to WW2, these restrictions were rapidly abandoned during WW2. Ger-
many declared unrestricted submarine warfare with War Order 154 in 1939.88 
Similarly, the US gave the order to execute unrestricted air and submarine 
warfare against Japan after the devastating attack of Pearl Harbor on 7 De-
cember 1941.89 More recent examples of changing ethical standards during 
war include the use of cluster munition by the Russian and Ukrainian forces. 
While Russia and Ukraine are not parties of the Convention on Cluster Mu-
nitions that bans this type of munition, the use of cluster munition still needs 
to adhere to the Geneva Convention. As such, cluster munition is subjected 
to distinction, proportionality and necessity. However, an indiscriminate use 
of cluster munition has been documented on several occasions, suggesting 
that adherence to ethical frameworks may change with the requirements of 
war.90 This could lead to the conclusion that nation states may only be vio-
lently opposed to AWS and LAWS until these technologies become the de-
cisive factor in winning or losing a war. 

This is also reflected in the international development of fully autonomous 
systems with semi-autonomous modes. For example, the Israeli loitering mu-
nition Harpy can operate autonomously, seeking out and destroying radar 
emitters independently. However, it can also operate in a semi-autonomous 
mode where a human operator provides target confirmation before the 
strike. Similarly, the UK Taranis is an experimental unmanned combat aerial 
vehicle (UCAV) that is designed to carry out deep penetration strikes in en-
emy territory. In fully autonomous mode, Taranis can fly into a target area, 
identify a threat and engage the enemy without human supervision, whereas 
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in semi-autonomous mode a human operator makes the engagement deci-
sion. The US has recently developed the X-47B, a UCAV that can complete 
missions fully autonomously or semi-autonomously. These systems highlight 
the contemporary trend in AWS development, adapting to a potential future 
use of fully autonomous weapon systems. Recent advancements in swarm-
based weapons further evidences the shift towards fully autonomous systems 
with the US Pentagon’s Replicator program on AI-based weapon swarms 
developing cooperative AI units that can overwhelm or outmanoeuvre more 
traditional and expensive military assets.91 With global tensions rising, na-
tions appear to be waiting for an international incident to change their policy 
guidelines on AWS in order to legalise lethal fully autonomous weapon sys-
tems. 

This is relevant, particularly in relation to the drawbacks of semi-autono-
mous systems, which can be exemplified by Russia’s unsuccessful use of the 
Uran-9 unmanned ground vehicle (UGV) in the Ukraine. The Uran-9 is a 
remotely controlled robotic combat vehicle designed for reconnaissance and 
fire support. It is equipped with a variety of weapons, including a 30 mm 
cannon, anti-tank missiles and a machine gun. Despite its advanced design 
and equipment, the Uran-9 has encountered significant operational prob-
lems, providing only limited use for frontline deployment. Besides technical 
flaws, the Uran-9 has been found to be susceptible to communication dis-
ruption. In electromagnetically contested environments, the Uran-9 has ex-
perienced frequent losses in connection between the vehicle and its operator. 
With limited autonomous capabilities, this is a critical flaw as the Uran-9 re-
lies on a remote operator for control and decision-making. By employing 
various electromagnetic countermeasures, the Ukrainian forces have ex-
ploited the UGV’s vulnerability and, to date, have been successful in render-
ing it ineffective on the battlefield. This highlights one advantage of fully 
autonomous systems and a major incentive for their development. Electro-
magnetically contested environments may require the use of fully autono-
mous systems as this would enable an attack to continue without human 
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intervention. In conclusion, the current development of AWS and LAWS in 
international contexts appears to endorse the opposite of a ban. 

Furthermore, even if a legally binding ban on AWS or LAWS were to be 
implemented, it is questionable whether this ban would be successful. Legally 
binding treaties have been routinely violated (e.g. Nuclear Non-Proliferation 
Treaty, Anti-Ballistic Missile Treaty, Intermediate-Range Nuclear Forces 
Treaty). Research explains the success and failure of treaties on weapon sys-
tems by drawing on three key factors: the perceived horribleness of a 
weapon, its perceived military utility, the number of actors to cooperate for 
a successful ban.92 If a specific weapon is perceived to be of little use but 
very horrific, then a ban is likely to succeed. However, if a weapon is viewed 
to provide a decisive advantage on the battlefield, the endorsement of a ban 
is unrealistic. An example can therefore be provided when contrasting chem-
ical and nuclear weapons. Nuclear weapons are more harmful and indiscrim-
inate than chemical weapons but can provide a decisive advantage in war 
(e.g. unconditional Japanese surrender after the Hiroshima and Nagasaki 
bombing). This may explain why the Non-Proliferation Treaty’s goal of nu-
clear disarmament has not been met. In comparison, chemical weapons may 
have some advantages on the battlefield but are not decisive in winning a 
war. In this sense, many weapons that are perceived to provide few ad-
vantages have been banned. Additionally, the number of countries needed 
to endorse a ban is important. If weapons are difficult to develop and pro-
duce, and, therefore, are possessed by few countries, then a ban is likely to 
be implemented. 

The problem with AWS is that these systems may score low on perceived 
horribleness, high on perceived military utility and require a high number of 
international actors to enforce a ban. None of the three key factors required 
for a successful ban are therefore apparent. AWS can be decisive in winning 
or losing a war due to the speed in processing information and acting on 
behalf of it that far outpaces human capabilities. AWS may not be perceived 
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as more horrible than other weapons as it utilises similar kinds of ammuni-
tion as non-autonomous weapons and possibly even reduces the risk of col-
lateral damage with improved precision targeting. AWS are also readily avail-
able internationally and can even be developed by non-state actors, often in 
the context of dual-use technology, where civilian innovations can be 
adapted for military purposes (e.g. commercial drone technology, civilian 
software development, development of artificial intelligence and robotics in 
the civilian sector, open-source platforms that provide software).93 The wide 
availability of AWS suggests that most nations may possess some form of 
AWS, although differences in definitions and secrecy surrounding their de-
velopment make it difficult to provide precise numbers. Enforcing a success-
ful ban on AWS may therefore be challenging, particularly in a state of global 
tension.  

In conclusion, enforcing a total ban on AWS or LAWS may be unrealistic 
from current perspectives. While prior bans on landmines and cluster muni-
tions indicated that deep-pocketed Western nations are required to act as 
champions for these issues, Austria’s support for a ban may have limited 
effect in shifting global attitudes. It may be more feasible to engage in dis-
cussions surrounding the implementation of global restrictions on the mili-
tary use of autonomous systems as these have been supported by the major-
ity of states. In its position as a neutral democratic nation, Austria may have 
opportunities here to facilitate international regulations on AWS and LAWS. 

3.2 Strategic opportunities for Austria in finding 
international solutions for AWS 

Austria has unique opportunities to take up leadership in debates surround-
ing AWS as it does not view AWS through the lens of its own security inter-
ests. As a permanently neutral country, Austria maintains its neutral position 
in all ongoing and future conflicts and avoids military alliances. Belligerents 
may not invade neutral territory under the Hague Convention (V) Article 1.94 
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Although an invasion of Austria by foreign forces may still be possible (e.g. 
Denmark, Belgium, the Netherlands, Luxemburg during WW2) particularly 
in relation to contemporary global tensions and the geographic location of 
Austria, an attack on Austria would be classified as a war crime and therefore 
be rather unlikely. Austria, as a neutral state, may have little incentive or own 
agenda in the development and deployment of AWS and so can communi-
cate its aims for ethical standards more credibly and transparently. Here, fos-
tering diplomatic solutions for AWS by bridging divides between states may 
be a particularly relevant role. 

Austria has already proven itself as a diplomatic hub in multiple conflicts. 
For example, as part of the broader international effort to end the Bosnian 
war (1992-1995), Vienna was a key location where preliminary discussions 
took place. While the final peace agreement was signed in Dayton (USA), the 
negotiations in Vienna set the stage for the final treaty. Vienna was also the 
main venue for the negotiations that led to the Joint Comprehensive Plan of 
Action (JCPOA), commonly known as the Iran Nuclear Deal. These negoti-
ations involved Iran and the P5+1 nations (US, UK, France, Russia, China 
and Germany), aiming to prevent Iran from developing nuclear weapons in 
exchange for lifting economic sanctions. If current global tensions result in 
war, Austria could utilise its experience and neutral state to advocate for in-
ternational restraint in the deployment of AWS. While negotiating regula-
tions on AWS may be more difficult during wartime, Austria’s diplomatic 
relations may help to establish rules of engagement for AWS. The im-
portance of Vienna as a hub for peace initiatives is further highlighted by it 
hosting various international organisations, including the International 
Atomic Energy Agency (IAEA) and the Organization for Security and Co-
operation in Europe.95 These organisations have been instrumental in diplo-
matic negotiations and peacekeeping efforts. 

Austria has also already hosted themed conferences on AWS in recent years, 
such as the two-day Conference to Maintain Human Control in Autonomous 
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Weapon Systems in 2021.96 More recently, the “Humanity at the Crossroads: 
Autonomous Weapons Systems and the Challenge of Regulation” confer-
ence took place in Vienna in April 2024.97 This conference aimed to highlight 
the potential risks associated with AWS and LAWS and to promote global 
dialogue on the need for a regulatory framework to address these challenges. 
It played a crucial role in bringing together a diverse group of experts, in-
cluding diplomats, academics, military personnel and representatives from 
civil society to discuss complex issues surrounding AWS and LAWS and the 
need for effective regulation. While the outcomes were generally well per-
ceived by international actors, criticism from certain segments of the inter-
national disarmament and NGO community can be inferred from reports 
following the event. This criticism mostly addressed challenges in achieving 
consensus during the conference and lacking concrete outcomes,98 which 
would imply a lack of success. Essentially, divergent national interests in 
AWS may require more continuous debates, highlighting the need for an on-
going hub on AWS and an opportunity for Austria to take on leading roles 
in concretising international ethical and legal guidelines towards AWS. 

As an impartial, neutral venue for international discussion and regulation, 
Austria could advocate for the establishment of a dedicated United Nations 
forum or working group on definitions and legal implications of AWS under 
the framework of the CCW. While typical working groups within the CCW 
focus on specific types of weapons, a working group on definitions and legal 
implications may serve as a more permanent platform for dialogue, research 
and negotiation of perspectives on AWS. This may foster nuanced and on-
going debates on unifying definitions and legal implications thereof and al-
low cutting-edge research to be shared. With more regular meetings, the 
working group may contribute to the preparation of CCW meetings and may 
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lead to more concrete outcomes of these meetings by fostering more ho-
mogenous perspectives on definitions and their ethical and legal implica-
tions. 

In conjunction with establishing continuous global debates and discussions 
on AWS, Austria could launch a centre for research on the ethical and legal 
implications of AWS. Utilising its position as neither a major military power 
nor robotics developer, Austria could represent a neutral location for unbi-
ased research on AWS. Different academic fields could produce high-quality 
impartial international research on the effects and implications of AWS 
which could be utilised to inform global policy debates and evidence-based 
recommendations on AWS. The effectiveness of research centres has been 
evidenced by the Marx Planck Institute for Comparative Public Law and In-
ternational Law (MPIL), the Stockholm International Peace Research Insti-
tute (SIPRI), the International Institute for Environment and Development 
(IIED) and the Basel Institute on Governance (BIG), for example. All these 
centres have produced evidence that guided global governance by influenc-
ing international policies and legally binding frameworks. While the estab-
lishment of a research centre dedicated to the ethical and legal implications 
of AWS may require significant funding, it would substantiate Austria’s lead-
ership role in shaping strict international guidelines on AWS. In addition, a 
research centre may help to foster regular multi-stakeholder dialogue, bring-
ing together governments, academics, tech companies and civil societies to 
discuss the development and use of AWS. By facilitating this dialogue, Aus-
tria could encourage responsible innovation and ensure that the perspectives 
of those developing technologies are considered in regulatory discussions. 
Additionally, global civil knowledge on the ethical and legal implications of 
AWS could be improved by investing in producing impartial evidence. This 
is demonstrated by the MPIL, SIPTI, IIED and BIG, which have all utilised 
public engagement strategies to increase public knowledge of various global 
issues. Similar strategies could be employed to improve global public aware-
ness of AWS. By providing fact-based and impartial information, civil society 
may pressure governments internationally to act and implement regulations 
on AWS. 

Austria may also want to focus on its diplomatic relations to build coalitions 
with nations that support restrictions and bans on autonomous weapon sys-
tems, particularly among non-aligned and smaller states that may feel vulner-
able to the proliferation of AWS and LAWS. While Austria has already joined 
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the “Stop Killer Robots” campaign, which aims to ban LAWS, it could en-
gage with the Non-Aligned Movement to help build a broader coalition of 
states, predominantly in the global south, or build a coalition of middle pow-
ers – countries that may not be global superpowers but have significant dip-
lomatic influence (e.g. New Zealand, Canada, Japan). Within the European 
Union (EU), Austria could form a coalition of EU Member States that put 
pressure on the EU to take on a leading role in international negotiations 
surrounding AWS. These coalitions could act as a counterbalance to the re-
sistance towards imposing strict regulations on AWS from major military 
powers. The relevance of small-country coalitions and coalitions of like-
minded states has been well documented throughout history. For example, 
the Visegrád Group (Visegrád Four/ V4) is a political alliance of Poland, 
Hungary, Czechia and Slovakia that, while formed in 1991 to aid the transi-
tion from communism, now collaborates on areas of common interest. The 
V4 has successfully opposed several policies proposed by the EU, particu-
larly in relation to EU migration quotas, rule of law mechanisms and climate 
policies. By establishing coalitions, Austria could steer international discus-
sions and focus on establishing a treaty for legally binding definitions and 
regulations for AWS. 

In conclusion, while Austria has been proactive in the discourse surrounding 
the regulation of AWS by engaging and hosting meetings, there is further 
potential in relation to taking on leadership roles. Austria can strengthen al-
liances and endorse new alliances in order to influence international policy. 
By continuing to engage in advocacy and collaboration, Austria can harness 
its position to lead the way in shaping a responsible and sustainable approach 
to the future use of AWS. 

4. Discussion 

AWS pose significant ethical and legal challenges. These challenges are mir-
rored in the global inconsistency in what is to be considered as appropriate 
in the development and deployment of AWS. To date, there are various gov-
ernmental definitions on what ought to be considered as AWS, highlighting 
the complexity of these systems. Issues surrounding AWS are highlighted in 
consequentialist and deontological strands of normative ethics. From a de-
ontological perspective, the focus on the morality of actions themselves is 
used as arguments against the deployment and development of AWS. The 
use of AWS in life-and-death decisions undermines the moral responsibility 
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of humans in ensuring accountability and human oversight in protecting hu-
man life. In comparison, consequentialist perspectives focus on the out-
come, weighing their potential benefit against their risks. Improved targeting 
may reduce human suffering and limit human casualties in warfare. However, 
there are also considerable negative outcomes relating to global stability and 
the risk of (accidental) conflict escalation. 

In conclusion, ethical debates on AWS highlight a fundamental tension be-
tween duty and outcome. A balanced ethical debate would require the con-
sideration of both points, highlighting the need for robust regulatory frame-
works that ensure accountability while also addressing the potential benefits 
of AWS. A responsible approach to AWS would require the integration of 
deontological ethics with consequentialist assessments to navigate the com-
plexities of modern warfare while upholding humanitarian values. 

Austria’s conservative perspective on AWS is marked by the utilisation of 
deontological arguments as a theoretical backdrop. Being deeply committed 
to ethical responsibility and legal compliance, the Austrian approach towards 
AWS emphasises human oversight in the use of weapon systems. In this 
sense, Austria assures adherence to international law by aligning its military 
technology to fundamental human rights. Despite its conservative approach, 
Austria proactively partook in international dialogue and cooperation to es-
tablish regulations governing AWS. While these discussions have not yet 
produced any concrete outcomes, they are an initial step towards drafting 
internationally unified understandings of AWS. This is essential as unified 
definitions of AWS can provide an underlying framework for ethical stand-
ards in AWS deployment and development. 

While Austria has already played an important role in being an impartial 
venue fostering international encounters to exchange ideas, to share infor-
mation and co-ordinate efforts in regulating AWS, more can be done in de-
veloping diplomatic leadership. Austria may engage in further diplomatic re-
lations and may attempt to build coalitions with like-minded non-aligned 
states or middle powers to exert pressure on major military powers. It may 
also invest in a research centre to provide impartial, fact-based evidence in 
developing sustainable regulatory frameworks for AWS and to develop 
global information campaigns on AWS in order to exert pressure on govern-
ments to adopt regulatory frameworks. 
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Importantly, it would be advisable that Austria expedites its endeavour to 
establish legally binding frameworks on AWS and starts to take on interna-
tional diplomatic leadership roles in the process. With increasing global ten-
sions, the prompt development of international policies on AWS would be 
advisable, as these policies can be established more easily during peacetime 
than in wartime. This would allow global standards to be shaped and respon-
sible innovation to be led to prevent future atrocities committed by autono-
mous systems. 

2. Key points and recommendations 

• AWS and LAWS pose significant ethical and legal challenges that, to 
date, remain unresolved by the international community. 

• Definitions of AWS vary internationally and provide space for inter-
pretation and loopholes to further develop fully autonomous AWS 
and LAWS. 

• Narrow consequentialist ethics highlight the potential of AWS in re-
ducing human casualties and improving military effectiveness. 

• Broad consequentialist ethics highlight concerns regarding the soci-
etal and global impact of AWS. 

• Deontological ethics view the development of AWS as critical due to 
questions surrounding accountability, moral responsibility and hu-
man dignity in lethal decisions. 

• Austria’s views on AWS align with deontological and wide conse-
quentialist perspectives, rooted in ethical, legal and humanitarian 
concerns. 

• While Austria took on a conservative attitude towards AWS, it re-
mains proactive and vocal in outlining concerns about AWS in inter-
national debates. 

• Austria’s neutrality and diplomatic experience provides unique op-
portunities to position itself as a diplomatic leader and further inter-
national discussions to potentially expedite unifying definitions and 
policy frameworks on AWS and LAWS. 

• However, to do so, Austria may need to further invest in AWS 
knowledge generation and international coalitions. 
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